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ABSTRACT. In this paper, we present a methodology for off-line handwritten character recognition. The proposed methodology relies on a new feature extraction technique based on structural characteristics, histograms and profiles. As novelty, we propose the extraction of new eight histograms and four profiles from the 32x32 matrices that represent the characters, creating 256-dimension feature vectors. These feature vectors are then employed in a classification step that uses a k-means algorithm. We performed experiments using the NIST database to evaluate our proposal. Namely, the recognition system was trained using 1000 samples and 64 classes for each symbol and was tested on 500 samples for each symbol. The accuracy obtained varied from 81.74% to 93.75%, showing better results than other methods from the state of the art also based on structural characteristics. © 2019 Bull. Georg. Natl. Acad. Sci.
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Character recognition, popularly referred as optical character recognition (OCR), has been one of the interesting, fascinating and challenging fields of research in pattern recognition, artificial intelligence and machine vision in the last years [1, 2]. It has multiple applications in the real life, such as verifying signatures, recognizing bank check account numbers and amounts, or automating the mail sorting process in postal services; thus, much research has been focused on designing accurate handwritten character recognition systems [3-5]. As both industry and academy have paid attention to this attractive field, there have been numerous previous attempts for recognizing handwritten characters, such as those methods for English handwritten characters included in [6, 1, 5] or [7]. One can find information about recent trends and tools in OCR in [7].

The generic handwritten recognition process includes several phases: preprocessing the handwritten text, segmenting the writing into isolated characters, extracting feature vectors from the individual characters, and finally classifying each character using the features previously extracted, such that it can be assigned to the most likely letter [4].

In this work, we will focus on the feature extraction step, as it is vital for obtaining good results in the recognition process in terms of accuracy. Its main goal is to extract and select a collection of features that maximizes the recognition rate using the least amount of elements as possible [8]. Moreover, the feature extraction method should be robust, that is, it should obtain similar feature sets from a collection of instances of the same symbol. This property makes the subsequent classification step less difficult [9].

According to [10], we can classify features in different categories: global transformation and series expansion, statistical features, and geometrical and topological features. This last approach allows encoding some knowledge about the structure of the object and the components that make up that object [8]. In addition, it is closer to the human way of recognition [11]. The structural features consider different properties of the characters, such as extreme points, maxima and minima, reference lines, ascenders, descenders, cusps above and below a threshold, isolated dots, cross points, branch points, direction of a stroke, inflection between two points, etc. [8]. Some of these structural features were already proposed by cognitive psychologists [12], when studying the visual and cognitive mechanisms involved in visual object recognition.

There are many works in OCR using structural feature extraction models. [13] proposed a method for the recognition of multi-font printed characters giving special emphasis to structural features. The structural description of the shape for each character considered convex arcs and strokes, singular points and their spatial interrelations. [14] also developed a structural feature set for recognition of printed text. They included different information for a character, such as the location and number of their holes, the concavities in their skeletal structure, characteristics of their bounding boxes, among others. Kuroda, Harada, and Hagiwara implemented a recognition system for the on-line identification of handwritten Chinese characters based on structural patterns [15]. [16] proposed a method for recognizing numeral characters, also based on structural features. Their technique considered topological characteristics like the number of cavities, the crossing sequences, the intersection with the principal and secondary axes, and the distribution of pixels. [17] proposed a structural approach for the analysis of handwritten mathematical expressions. This problem is even more complicated than recognizing individual characters or symbols, as the components of the mathematical expression are normally arranged as a complex two-dimensional structure, and have different sizes. [18] focused on printed Arabic text, which obtains lower recognition rates than those of disconnected characters such as printed English. He used seven types of global structural features such as number of sub words, number of peaks of each word, number of loops of each peak, number and position of complimentary characters, or the height and width of each peak. [19] proposed an integrated analysis system for unconstrained handwriting. The last module of this system includes a handwritten character recognition technique that uses a structural approach [20]. More concretely, it extracts a 280-dimensional feature vector for each character, consisting of the horizontal, vertical and radial histograms and the out-in and in-out radial profiles, and uses the $k$-means algorithm for the classification. [21] proposed the combination of structural and statistical features, in addition to BP networks for the classification step, to solve interferences of external noise.

In this paper, we propose a new algorithm for isolated English handwritten character recognition based on some structural features, using eight new histograms and four new profiles. Thus, we extract a 256-
dimensional integral vector for each character and then employ the $k$-means clustering algorithm for the classification step. We compare our results to those given in [20], as the methods for feature extraction and classification are the most similar to ours. Our illustrative tables show that we reduce the dimension of the feature vectors and improve the accuracy of recognition.

The rest of the paper is organized as follows. Section 2 describes the proposed technique in detail. Section 3 includes the experimental evaluation, and finally Section 4 contains the conclusions and future work.

Proposed Algorithm

Preliminaries. A handwritten character recognition system usually requires a preprocessing phase before the feature extraction and classification steps [4]. The main goal of this preprocessing phase is to obtain isolated characters and represent them conveniently for the following steps. In most cases, this includes a segmentation stage and a binarization stage to get the isolated characters in the form of $m \times n$ binary matrices. These matrices are then generally normalized by reducing the size and removing the redundant information from the image without losing any important information.

Then, the feature extraction is applied over these matrices. This step can be considered as the heart of the system, as the feature selection is usually the most important factor to achieve high accuracies in the recognition process. After the normalization of the character images, the objective of the feature extraction is to represent the isolated characters as unique feature vectors. The key is to maximize the recognition rate using as few features as possible.

Finally, the classification stage is the main decision-making stage of the system, and it uses the feature vectors to identify the text segment according to preset rules. In this stage, the basic task is to design a decision rule that is easy to compute and that maximizes the certainty of the misclassification relative to the power of the feature extraction scheme employed.

![Fig. 1. Preprocessing steps done during the handwritten character recognition process: segmentation phase to obtain isolated characters (top), binarization phase (bottom-left), and normalization (bottom-right).](image-url)
Preprocessing. For the experimental evaluation, we plan to use NIST database [22], which contains 128×128 BMP files for isolated handwritten English characters. Thus, before extracting the features, the preprocessing step must binarize and then normalize each original image data file to obtain a 32×32 matrix with entries in \( \{0,1\} \), such that 0s stand for white pixels while 1s for black pixels.

We illustrate this preprocessing phase in Fig. 1. Using as example a handwritten sample form from the NIST database, we first illustrate the segmentation step that produces the isolated characters (top part of figure). Then, these isolated characters are further preprocessed using binarization (bottom-left part of the figure) to obtain binary 128×128 matrices, which are finally normalized into binary 32×32 matrices removing unwanted white regions.

Features Extraction. As we have already mentioned, in this paper we focus on structural characteristics for feature extraction. Instead of the well-known horizontal and vertical histograms, we introduce new horizontal left and right histograms and vertical upper and lower histograms. We also employ new orthodiagonal and orthoantidiagonal histograms and profiles. All these features are used for the first time in the optical character recognition research. We will study if these new features improve the accuracy of the handwritten character recognition algorithm in comparison with the algorithm proposed by [20].

Now, we give the formal definition of these features. We need a map \( f : [32] \times [32] \rightarrow \{0,1\} \) defined as follows: \( f(l,m) \) is the value of the element in the \( l \)-th row and \( m \)-th column of the character matrix, and \([32] = \{1,\ldots,32\}\).

The horizontal left and right histograms, \( H_{HL} \) and \( H_{HR} \), of the character matrix are the number of black pixels in the even rows of the left half of the matrix and the odd rows of the right half of the matrix, respectively (i.e. 32 features):

\[
H_{HL}(n) = \sum_{m=1}^{32} f(2n,m) \quad \text{for all } 1 \leq n \leq 16, \text{ and}\\
H_{HR}(n) = \sum_{m=1}^{32} f(2(n-1),m) \quad \text{for all } 1 \leq n \leq 16.
\]

The vertical upper and lower histograms, \( H_{VU} \) and \( H_{VL} \), of the character matrix are the number of black pixels in the even columns of the upper half of the matrix and the odd columns of the lower half of the matrix, respectively (i.e. 32 features):

\[
H_{VU}(n) = \sum_{m=1}^{32} f(m,2n) \quad \text{for all } 1 \leq n \leq 16, \text{ and}\\
H_{VL}(n) = \sum_{m=1}^{32} f(m,2n-1) \quad \text{for all } 1 \leq n \leq 16.
\]

Besides above-given histograms, we introduce several other new histograms. We start with the upper and lower diagonal histograms, \( H_{UD} \) and \( H_{LD} \), given by the number of black pixels according to the odd and even orthogonal lines to the diagonal of the character matrix in the upper and lower triangles, respectively (i.e. 32 features in total):

\[
H_{UD}(n) = \sum_{k=0}^{16} f(2n-1-k,2n-1+k) \quad \text{for all } 1 \leq n \leq 16, \text{ and}\\
H_{LD}(n) = \sum_{k=0}^{16} f(2(n-1)-k,2(n-1)+k) \quad \text{for all } 1 \leq n \leq 16.
\]
\[ H_{ud}(n) = \sum_{k=0}^{n \leq 16} f(2n+k, 2n-k) \quad \text{for all } 1 \leq n \leq 16. \]

Symmetrically, the upper and lower antidiagonal histograms, \( H_{aud} \) and \( H_{lad} \), are defined as the number of black pixels according to the even and odd orthogonal lines to the antidiagonal of character matrix in upper and lower triangles, respectively (i.e. again 32 features in total):

\[ H_{aud}(n) = \sum_{k=0}^{n \leq 16} f(2n-k, 33-2n-k) \quad \text{for all } 1 \leq n \leq 16, \]

\[ H_{lad}(n) = \sum_{k=0}^{n \leq 16} f(2n+1+k, 34-2n+k) \quad \text{for all } 1 \leq n \leq 16. \]

Additionally, we introduce the out-in and in-out diagonal and antidiagonal profiles for each normalised character. Namely, the out-in upper diagonal profile \( P_{ouad} \) and the out-in lower diagonal profile \( P_{oilad} \) are defined at the index \( 1 \leq n \leq 16 \) as the position of the first black pixel found in the \( (2n-1) \)-th orthogonal line to the diagonal of the character matrix, starting from the periphery in the upper triangle going down; and the \( 2n \)-th orthogonal line to the diagonal of the character matrix, starting in lower triangle going up, respectively (i.e. 32 features in total):

\[
\begin{align*}
P_{ouad}(n) &= \begin{cases} 
\sum_{k=0}^{n \leq 16} f(2n-1-k, 2n-1+k) = 0 \\
\sum_{k=0}^{n \leq 16} f(2n-1-I, 2n-1+I) = 1 \\
\end{cases} 
\quad \text{for all } 1 \leq n \leq 16, \quad \text{and} \\
\end{align*}
\]

\[
\begin{align*}
P_{oilad}(n) &= \begin{cases} 
\sum_{k=0}^{n \leq 16} f(2n+k, 2n-k) = 0 \\
\sum_{k=0}^{n \leq 16} f(2n+J, 2n-J) = 1 \\
\end{cases} 
\quad \text{for all } 1 \leq n \leq 16. 
\end{align*}
\]

Symmetrically, we introduce the out-in upper antidiagonal profile \( P_{ouad} \) and the out-in lower antidiagonal profile \( P_{oilad} \), which are defined at the index \( 1 \leq n \leq 16 \) as the position of the first black pixel found in the \( 2n \)-th orthogonal line to the antidiagonal of the character matrix, starting from the periphery in upper triangle going down; and the \( (2n-1) \)-th orthogonal line to the antidiagonal of the character matrix, starting in lower triangle going up, respectively (i.e. 32 features in total):

\[
\begin{align*}
P_{ouad}(n) &= \begin{cases} 
\sum_{k=0}^{n \leq 16} f(2n-k, 33-2n-k) = 0 \\
\sum_{k=0}^{n \leq 16} f(2n-I, 33-2n-I) = 1 \\
\end{cases} 
\quad \text{for all } 1 \leq n \leq 16, \quad \text{and} \\
\end{align*}
\]

\[
\begin{align*}
P_{oilad}(n) &= \begin{cases} 
\sum_{k=0}^{n \leq 16} f(2n+1+k, 34-2n+k) = 0 \\
\sum_{k=0}^{n \leq 16} f(2n-1+J, 34-2n+J) = 1 \\
\end{cases} 
\quad \text{for all } 1 \leq n \leq 16. 
\end{align*}
\]

Moreover, the in-out upper diagonal profile \( P_{ioad} \) and the in-out lower diagonal profile \( P_{ilad} \) are defined at the index \( 1 \leq n \leq 16 \) as the position of the first black pixel found in the \( (2n-1) \)-th and in the \( 2n \)-th orthogonal lines to the diagonal of character matrix starting from the diagonal going to the periphery in the upper and lower triangles, respectively (i.e. 32 features in total):
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\[ P_{\text{anti}}(n) = \begin{cases} \sum_{k=-1}^{4} f(2n-1-k,2n-1+k) = 0 & \text{for all } 1 \leq n \leq 16, \text{ and} \\ f(2n-1,2n-1+l) = 1 & \end{cases} \]

\[ P_{\text{anti}}(n) = \begin{cases} \sum_{k=0}^{4} f(2n+k,2n-k) = 0 & \text{for all } 1 \leq n \leq 16, \text{ and} \\ f(2n+J,2n-J) = 1 & \end{cases} \]

Symmetrically, we introduce the in-out upper antidiagonal profile \( P_{\text{in-out upper antidiagonal profile}} \) and the in-out lower antidiagonal profile \( P_{\text{in-out lower antidiagonal profile}} \), which are defined at the index \( 1 \leq n \leq 16 \) as the position of the first black pixel found in the \( 2n \)-th and in the \( (2n-1) \)-th orthogonal lines to the antidiagonal of the character matrix, starting from the antidiagonal going to the periphery in upper and lower triangles, respectively (i.e. 32 features in total):

\[ P_{\text{in-out upper antidiagonal profile}}(n) = \begin{cases} \sum_{k=-1}^{4} f(2n-1-k,33-2n-k) = 0 & \text{for all } 1 \leq n \leq 16, \text{ and} \\ f(2n-I,33-2n-I) = 1 & \end{cases} \]

\[ P_{\text{in-out lower antidiagonal profile}}(n) = \begin{cases} \sum_{k=0}^{4} f(2n+1-k,34-2n+k) = 0 & \text{for all } 1 \leq n \leq 16 \end{cases} \]

**Classification.** In the previous step, a 256-dimensional feature vector have been extracted from each isolated handwritten character image. These feature vectors are then used in the classification step, where we use the \( k \)-means clustering algorithm to train and create a classification model.

To better illustrate the idea behind this process, we show in Fig. 2 some examples of \( 32 \times 32 \) binary matrix used as input of the feature extraction phase. In Fig. 3, we plot (using gray dashed lines) the values of the 256-dimensional feature vectors for some characters preprocessed from the image of Fig. 1, more concretely, some instances of characters \( e \) (top), \( h \) (center) and \( l \) (bottom). In addition, we also plot the 256-dimensional vector with the mean values for each character, using black solid lines, which correspond to the centroids that represent those handwritten characters in the classification step. As expected, we can see that the values of the 256-dimensional feature vectors are similar when the input matrices correspond to the same handwritten character, but are significantly different to those corresponding to other handwritten characters.

**Fig. 2.** Examples of some \( 32 \times 32 \) binary matrices that are used as input of the feature extraction phase. These examples correspond to characters \( e \) (left), \( h \) (center), and \( l \) (right).
Fig. 3. Values for the 256-dimensional feature vector for different handwritten characters. These plots include some samples of characters e (top), h (center), and l (bottom). Gray dashed lines correspond to values for real handwritten characters, whereas the black solid lines correspond to the 256-dimensional vector with the mean values. These centroids are then used in the classification step.

**Conclusion.** In this paper, we present a technique for English handwritten character recognition based on the extraction of new structural features. More concretely, we introduce eight new histograms and four new profiles, which have been proven to successfully represent the handwritten characters.

We have tested our approach using the NIST database and obtained recognition accuracies varying from 81.74% to 93.75%, depending on the difficulty of the character category. These results outperform previous attempts of using just structural features, in addition to being fast and simple to compute.

The results are promising and usable in some sort of applications. In the nearest future they will be implemented in a mobile (iOS) application. We also plan to apply the technique to characters from other languages, e.g. Georgian characters and use ANN for the classification stage. Moreover, due to the nature of our method, it is possible to reduce the current number of features, 256 in this paper, according to the needs of the application where the technique will be used.
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