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ABSTRACT. We give a two-sided estimation for the average of the quantity $\Phi(\max_{1 \leq k \leq n} ||a_{\pi(1)} + \ldots + a_{\pi(k)}||)$ with respect to all permutations $\pi : \{1, 2, \ldots, n\} \rightarrow \{1, 2, \ldots, n\}$, where $a = (a_1, \ldots, a_n)$ is an arbitrary collection of elements of a normed space $X$, and $\Phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is an arbitrary increasing convex function. In the case $\Phi(t) = t^2$ and $X = \mathbb{R}^1$ or $X = C^1$ the upper part of the inequality coincides with the famous Garsia inequality having a series of applications in orthogonal series and other problems of analysis. We also give a constructive algorithm for finding an optimal permutation having applications in scheduling theory, © 2011 Bull. Georg. Natl. Acad. Sci.
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1. Introduction

One of the main purposes of this paper is to prove a two-sided maximum inequality estimating the quantity $A(\Phi,a) = \frac{1}{n!} \sum_{\pi} \Phi(\max_{1 \leq k \leq n} ||a_{\pi(1)} + \ldots + a_{\pi(k)}||)$, where $a = (a_1, \ldots, a_n)$ is a collection of elements of a normed space $X$, $\Phi : \mathbb{R}^+ \rightarrow \mathbb{R}^+$ is a convex increasing function, while $\pi$ runs through all permutations of indices $\{1,\ldots,n\}$. The problem has a series of applications in analysis (investigation of the sum range of a conditionally convergent series [1], almost everywhere convergence of a functional series under an appropriate rearrangement ([2,3] and the bibliography therein), as well as in theoretical and even practical problems of scheduling theory [4,5].

The problem goes back to the works [6,7] of Garsia and has a long history (see [2] and the bibliography therein). The first two-sided estimations were found by Maurey and Pisier [8]. They have shown that when $\sum_{i=1}^{n} a_i = 0$ and $\Phi(x) = x^p$, $x \geq 0$, $1 \leq p < \infty$ the quantity $A(\Phi,a)$ is equivalent to (i.e. upper and lower estimations between them hold true with absolute constants) $(E \|\sum_{i=1}^{n} a_i r_i\|_p^p)^{1/p}$, where $(r_i)_{i=1,...,n}$ are Rademacher random variables, and

$E$ is the operation of expectation. However their paper was written in a somewhat general setting of exchangeable random variables and for a long time remained unknown to specialists. The result was rediscovered in our paper [9].

In this paper we give a simple proof of the equivalence inequality for the general case of increasing convex $\Phi$ with no restriction on the sum $\sum_{i}^{n} a_i$. A drastic simplification of proof and improvement of coefficients (the latter is of importance for applications) is achieved due to elementary Lemma 1. We also consider a possibility of generalization of the equivalence (Theorem 1) to the case of an arbitrary increasing $\Phi$ (not necessarily convex). Finally we give an algorithm (which runs in a polynomial time) for finding a permutation $\pi$ that guarantees the values $\max_{1 \leq k \leq n} \| a_{\pi(k)} + \ldots + a_{\pi(n)} \| \leq 1 + \varepsilon$ for some constant $D > 0$ and any fixed $\varepsilon > 0$, provided that there is an algorithm ensuring $\max_{1 \leq k \leq n} \| a_{\sigma(k)} + \ldots + a_{\sigma(n)} \| \leq D$ for any permutation $\sigma$ and some collection of signs $\mathcal{G} = (\mathcal{G}_1, \ldots, \mathcal{G}_n)$.

2. Notations.

$X$ denotes a normed space, real or complex with the norm $\| \cdot \|$. In the space $X^n$ of all collections $a = (a_1, \ldots, a_n)$, $a_i \in X$, $i = 1, \ldots, n$ we use the norm $\| a \|_n = \max_{1 \leq k \leq n} \| a_1 + \ldots + a_k \|.$

Denote by $\Pi_n$ the group of all permutations $\pi : \{1, \ldots, n\} \to \{1, \ldots, n\}$. Let $a = (a_1, \ldots, a_n)$, a permutation $\pi \in \Pi_n$ and scalars $\mathcal{G} = (\mathcal{G}_1, \ldots, \mathcal{G}_n)$, $a_\pi$ will stand for $(a_{\pi(1)}, \ldots, a_{\pi(n)})$, and $a_\sigma \mathcal{G}$ for $(a_{\sigma(1)} \mathcal{G}_1, \ldots, a_{\sigma(n)} \mathcal{G}_n)$. $r_1, \ldots, r_n$ denote Rademacher random variables defined on $[0,1]$ with the Lebesgue measure $\lambda$ on it, i.e. they are independent and take only two values -1 and +1 with equal probabilities $\frac{1}{2}$. $E$ denotes the expected value (integration with respect to $\lambda$).

3. The main theorem.

**Theorem 1.** Let $a = (a_1, \ldots, a_n)$ be a collection of elements of a normed space $X$, $s = \sum_{i=1}^{n} a_i$, and let $\Phi : [0, \infty) \to [0, \infty)$ be an increasing convex function. Then the following two-sided inequality holds:

$$E\Phi \left( \frac{1}{2} \| s + \sum_{i \neq \mathcal{G}_i} a_i r_i \| \right) \leq \frac{1}{n!} \sum_{\sigma \in \Pi_n} \Phi (\| a_\sigma \|) \leq 2 \Phi \left( \| s + \sum_{i=1}^{n} a_i r_i \| \right).$$ (1)

The proof of Theorem 1 is based on the following Lemma 1.

Given a permutation $\pi \in \Pi_n$, $\pi = (k_1, \ldots, k_n)$ and $\mathcal{G} \in \{-1, +1\}^n$ let us define the following permutation $\pi^* \in \Pi_n$: $\pi^* = (k_{p_1}, \ldots, k_{p_u}, k_{q_1}, \ldots, k_{q_v})$, where $k_{p_1}, \ldots, k_{p_u}$ correspond to $p_1 < \ldots < p_u$ for which $\mathcal{G}_{p_j} = +1$, $j = 1, \ldots, u$ and $k_{q_1}, \ldots, k_{q_v}$ correspond to $q_1 < \ldots < q_v$ for which $\mathcal{G}_{q_j} = +1$, $j = 1, \ldots, v$, $u + v = n$.

**Lemma 1.** Let $(a_1, \ldots, a_n)$ be a collection of elements of a normed space $X$, $s = \sum_{i} a_i$. Then for each $\pi \in \Pi_n$ and $\mathcal{G} \in \{-1, +1\}^n$ the following inequality holds

$$\| -s, a_\pi \|_{\pi^*} + \| -s, a_\pi \mathcal{G} \|_{\pi^*} \geq 2 \| -s, a_\pi^* \|_{\pi^*}.$$

(2)

**Proof.** We have

$$\| -s, a_\pi \|_{\pi^*} + \| -s, a_\pi \mathcal{G} \|_{\pi^*} \geq 2 \max \| -s, a_\pi^* \|_{\pi^*}, \| 0, a_\pi^* \|_{\pi^*},$$

(3)

where $a_\pi^*$ is the ordered collection with zeros for the indices $l = k_{p_1}, \ldots, k_{p_u}$ and with $a_l$ for $l = k_{q_1}, \ldots, k_{q_v}$, and $a_\pi^*$ is the collection with zeros for $l = k_{p_1}, \ldots, k_{p_u}$ and with $a_l$ for $l = k_{q_1}, \ldots, k_{q_v}$. Taking into account that $-s + \sum_{i=1}^{n} a_i = 0$, we get from (3) the desired inequality (2).

Lemma 1 has been stated in different versions and used in [2,9,10,11].

**Proof of Theorem 1.** To prove the right-hand side inequality we use Lemma 1 to get the following inequality
\[
\sum_{x} \Phi(||-s, a_x||_{\omega_1}) = \frac{1}{n!} \sum_{x} \Phi(||-s, a_x, \partial||_{\omega_1}) \geq \sum_{x} \left( 2 \Phi(||-s, a_x, \partial||_{\omega_1}) - \Phi(||-s, a_x, \partial||_{\omega_1}) \right).
\]

Let us remark that for a fixed $\partial \pi$ runs through the whole $\Pi_{\omega}$ as $\pi$ runs through the whole $\Pi_{\omega}$. Therefore, (4) gives
\[
\frac{1}{n!} \sum_{x} \Phi(||-s, a_x, \partial||_{\omega_1}) \leq \frac{1}{n!} \sum_{x} \Phi(||-s, a_x, \partial||_{\omega_1}) \leq \sum_{x} \Phi(||-s, a_x, \partial||_{\omega_1}).
\]

Summing up the left- and right-hand sides with respect to all $\partial$-s we get
\[
2^n \sum_{x} \Phi(||-s, a_x, \partial||_{\omega_1}) \leq \sum_{x} \sum_{\partial} \Phi(||-s, a_x, \partial||_{\omega_1}).
\]

And finally, making use of the Levy inequality we get the desired inequality:
\[
\frac{1}{n!} \sum_{x} \Phi(||-s, a_x||_{\omega_1}) \leq \frac{1}{n!} \sum_{x} E \Phi(||-s, a_x, \partial||_{\omega_1}) \leq \frac{2}{n!} \sum_{x} E \Phi(||\sum_{i=1}^{n} a_{x(i)}^s r_i||) \leq 2E \Phi(||\sum_{i=1}^{n} a r_i||).
\]

Let us proceed to the left-hand side inequality. We have according to the triangle inequality
\[
\frac{1}{2^n n!} \sum_{x} \Phi(||-s + 2^n \sum_{i} a_{x(i)}^s \partial||_{\omega_1}) \leq \frac{1}{2^n n!} \sum_{x} \sum_{\partial} \Phi(||-s + 2^n \sum_{i} a_{x(i)}^s \partial||_{\omega_1}) \leq \frac{1}{2^n n!} \sum_{x} \sum_{\partial} \Phi(||-s, a_{x}^s \partial||_{\omega_1}) = \frac{1}{n!} \sum_{x} \Phi(||a||_{\omega_1}).
\]

**4. Corollary:** the Garasia inequality for orthogonal systems.

Consider a finite orthogonal system $\varphi_1, ..., \varphi_n \in L_2(T, \Sigma, \nu)$. Taking $\Phi(x) = x^2$, $0 \leq x < \infty$, we get by Theorem 1 that for any $t \in T$
\[
\frac{1}{n!} \sum_{s} \max_{t} \|\varphi(s(t)) + ... + \varphi(s(t))\|^2 \leq 2(\sum_{s} \varphi(t)\varphi(t) + \sum_{s} \varphi(t)\varphi(t)).
\]

Integrating both parts of this inequality with respect to the measure $\nu$ we come to the following famous Garasia inequality [6, 7]
\[
\frac{1}{n!} \sum_{s} \int_{T} \max_{t} |\varphi(s(t)) + ... + \varphi(s(t))|^2 d\nu(t) \leq 4\sum_{s} \int_{T} |\varphi(t)|^2 d\nu(t).
\]

Let us note that the considerable simplification of the proof as well as reduction of the constant (4 against 16) was achieved mainly by use of elementary Lemma 1.

We remark that the Garasia inequality (7) was used by Garasia as a main tool to prove his celebrated theorem on rearrangements of orthogonal series: *If $(\varphi_n), \ n \in N$ is an orthogonal system in $L_2(T, \Sigma, \nu)$, then there exists a permutation $\pi : N \to N$ such that the series $\sum_{\pi(n)}$ converges $\nu$ almost everywhere (a.e.).* The use of the same method allows to prove the following two-way generalization (to the case of vector-valued function and in general non-orthogonal) of the Garasia theorem.

**Theorem 2.** Let a series $\sum_{n} f_n$ of Borel measurable functions, $f_n : T \to X$, $n \in N$, converges in measure $\nu$ (for finite) to a function $s : T \to X$. If
the series $\sum_{i=1}^{\infty} f_i r_i$ converges $\nu \times \lambda$-a.e.\hspace{1cm} (8)

then there is a permutation $\pi : N \rightarrow N$ such that the series $\sum_{i=1}^{\infty} f_{\pi(i)}$ converges a.e. to $s$.

When $X = \mathbb{R}$ or $X = \mathbb{C}$ condition (8) is equivalent to

the series $\sum_{i=1}^{\infty} |f_i|^2$ converges $\nu$-a.e.\hspace{1cm} (9)

Theorem 2 for scalar functions $f$ under condition (9) is known as the Nikishin theorem [12].

5. Generalizations of Theorem 1.

As we have noted, the left-hand side of (1) holds true for every increasing function $\Phi$. The question of great interest is whether a sort of the right-hand side of (1) holds true for increasing $\Phi$ without the assumption of convexity. Apparently we can answer this question in the positive due to the following inequality we have found in [2] for the case of increasing function for the case of $\sum_{i=1}^{\infty} a_i = 0$. For any $t > 0$

$$P\{s : \|\sum_{i=1}^{n-1} a_i r_i(s)\| > 2t\} \leq \frac{1}{n!} \text{card}\{\pi : \|a_\pi\| > t\} \leq C_1 P\{s : \|\sum_{i=1}^{n-1} a_i r_i(s)\| > \frac{t}{C_2}\},$$

where $C_1$ and $C_2$ are absolute constants.

A related result of type (1) will be published separately.

6. Applications to the scheduling theory.

There is a series of problems of scheduling theory that reduce to the problem of minimizing $\|a_n\|_{s(a)}$ given a collection $a = (a_1, ..., a_n)$, and finding the minimizing permutation $\pi$[4]. In such a pure setting the problem can hardly be solved, especially on the algorithmic basis. Lemma 1 suggests the following algorithm which assumes that there is a sign algorithm of finding $\theta$ given $\pi$ such that for some constant $D > 0$

$$\|a_{\pi} \|_s, a_n \theta \| \leq D.$$

Let us rewrite the first inequality (2) of Lemma 1 in the form

$$\|a_{\pi} \|_s, \|a_n \theta \| \geq 2 \|a_{\pi} \|_s,$$

where $\pi = (k_1, ..., k_n)$ is an arbitrary permutation, $\theta \in \{-1, 1\}^n$ is any collection of signs, $\pi_{inv}(k_n, ..., k_1)$, and $\pi_1 = (\pi_{inv})^*$.\hspace{1cm} (2)

At the first step we take an arbitrary $\pi_0$ and find $\theta_0$ satisfying (10) for $\pi = \pi_0$. Then we use $\pi_0$ and $\theta_0$ to find $\pi_1$ and $\theta_1$, etc.

**Theorem 3.** The following inequality holds true after the $N$-th iteration

$$\|a_{\pi_N} \|_s \leq (1 - \frac{1}{2^n}) D + \frac{1}{2^n} \|a_{\pi_0} \|_s,$$

where $\pi_0$ is an arbitrary starting permutation.

**Remark.** For a general $d$-dimensional $X$ a polynomial sign-algorithm with $D = 2d$ was constructed in [13], for $X = l^d_\infty$ with $D = \sqrt{2n} \ln d$ such an algorithm was described in [14]. Another algorithmic type result using a sign procedure was found earlier in [15]. A construction similar to that described in Theorem 3 was used in [5] where a slightly complicated form of Lemma 1 has been used.
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(გათვალისწინებით ამ გვერდით მცდელობით მონაცემები)

მოცემულია თერგილია შეფასება \( \Phi(\max_{k \leq n} \|a_{\pi(k)}\| + ... +a_{n(k)}) \) სიყვითი სამკუთხენიანი ფუნქცია \( \pi : [1, 2, \ldots, n] \to [1, 2, \ldots, n] \) განხორციელდება მიმართ, სადაც \( a = (a_1, \ldots, a_n) \) ან \( X \) ხარჯებით "ხარჯებით ველობა" გენერირდება. დახმარებით წინაპირობა \( \Phi(\cdot) = \gamma^2 \) და \( X = R^1 \) ან \( X = C^1 \), ამ ფუნქციის მიხედვით გამოთვლილ ქმნისთვის დაუშვა ფუნქციას, რომლისა აქვს ქრონიკული ღირებულობა ირეაქციაში და ოთხისათვის სხვა საკითხები. ქმნისთვის მოცემული სიბრძოხებული აღორძინებით ირეაქციაში გამარჯვებელი მთლიანობის ართქითიანობა, რომლისა აქვს გამჭვირვალე ლანგდონი ტიპი.
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