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ABSTRACT. Marketing research holds an important place in modern market economy. Marketing
information on the main economic indexes is used in planning, control and prediction of business.
Modern business companies widely use social webs. In current economic crisis, social webs turned out
to be the most popular raising the awareness of brands and popularizing them. They form the company’s
image, gain new customers for them, encourage them to achieve success with the least expanses. Georgian
companies actively followed this way and created their profiles on social webs. Georgian customers are
also actively involved in social networks. They take part in different games offered by these companies,
express their ideas about various products and services. Communication has become more interactive.
Regression and correlation analyses play the Kkey role in studying the problems related to this topic. A
new method is proposed for application of multi-dimensional linear regression model in marketing
research. Namely, a multidimensional linear regression model is constructed using linear regression
models with one predictor and, vice versa. Linear models with one predictor are constructed using a
multi-dimensional linear model. Numerical examples are also given in the present work. © 2013 Bull.
Georg. Natl. Acad. Sci.
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1. The subject of marketing research consists in the
analysis of business undertakings, reclamation and
product sales. Results of this analysis are used in the
end to promote effective business activities [1,2].
There are a great number of systems of receiving and
processing the marketing information on socio-po-
litical and economic indexes. In the investigation of
these systems, essential use is made of statistical
methods, in particular of correlation and regression

analysis, which is used in planning, control, monitor-
ing and prediction ofthe monetary and fiscal policy
of macroeconomics [3-7].

One of the important problems is the study of the
behavior of dependent marketing (economic) vari-
ables (indexes) relative to independent variables (pre-
dictors). This problem can be solved with the aid of
various regression models.

A decision on the choice and quantity of endog-
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enous and exogenous indexes depends on a con-
crete problem. For a practical application of a regres-
sion model it is necessary to carry out experiments
and receive statistical data, which, in its turn, is con-
nected with various expenses.

Let us, for example, assume that there is informa-
tion on some dependent marketing variable relative
to two predictors. It is interesting to construct a two-
dimensional regression model of this dependent vari-
able without additional experimentation. This is es-
pecially important when there is a need to receive
observation data in the case of expensive techno-
logical and engineering complex experiments.

In this paper we construct the multi-dimensional
linear regression model by using one-dimensional
linear regression models and, vice versa, by using
the multi-dimensional linear model we construct one-
dimensional models.

2. Let us consider some variable ¥ whose behavior
depends on k predictors x;,...,x; .
Assume that we have n data of observations Y

separately from the predictors x;,...,x, :

(%5 )eou (30, Y ), i =1, (1)

We consider two variants of construction of the
multi-dimensional linear model by using data (1).
Variant 1. Equations of a simple linear regression for

each predictor X; relative to Y, j= 1,...,k , are writ-
ten by the following scheme:
X =bj0 +bj1Yﬁ, j=L...k

i=L...,n, 2

where for each j we afterwards replace Y; by the

values of other variables Y""’Y_i’y_iﬂ"'

.,Y,,. Thus
we obtain the following scheme:

1) for x; we have

1
xl(i) =byy+b Yy,

2
xl(i ) =byy +b, Yy,

k
x](' ) =byy +b, Yy,

Bull. Georg. Natl. Acad. Sci., vol. 7, no. 3, 2013

and so on;

k) for x, wehave

1
xga') =byo +b Y

2
xga') =byo +bu Yy,

where i =1,...,n.

We introduce new variables by means of the

equalities

B L

Xy :;le(i/) ) ©)
=l

I L

Tz 2 @
=l

_ 1 <&

=27, ©

where i =1,...,n. Thus we obtain the set of data
(fli,---,f/d,)?i), i=1,...,n, by means of which we
can write the equation of multi-dimensional linear re-
gression

Y‘v(l) _ b(()l) +bl(l)fk +"'+b](cl)fk +&, ©)

where the coefficients bgl), e=0,1,...,k, are
uniquely defined by the values X, j=1...k,
i=1,...,n, byvirtue of equalities (3), (4). In equation
(6), g = ¢,; arenormally distributed random values
E (g”):O with mathematical expectation and
D(s;)=07 >0 with unknown dispersion; also
E(gli ‘51,')20, i,j=1L,...,n, i# j.Note that the

values g); are called the errors of model (6). Let us

consider the so-called remainders

X)s )
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where i =1,...,n . Using remainders (7), the unknown

dispersion 012 is estimated as follows:

n

2
e
= ®)
S =
- (k+1)
Variant 2. Let us write multi-dimensional linear equa-

tions of regression for each predictor X; relative to

the variables Y, j= 1,...,k . Thus we have

X :b]((])) +b1(:)Yli +"'+b](l]c)Yki’

.................................... o)

b=y 1,

where i =1,...,n. We consider the new variables

()211-,---,36/(1-, 71) , where the values 171 are defined by

(5) and construct the multi-dimensional linear model

P b b5 b3, v,y

(10)

Thus, using data (1) we have obtained two equa-

tions of multi-dimensional linear regression. Let o7

be the estimate of the unknown dispersion D(g2 i)

i=1,...,n. From two models (6) and (10) we should

choose the model with the smallest estimate of dis-

persion s12 , s% . We denote this model as follows:

(11)

Y=b,+bx + - +bx, +¢,

where

; W, s7 <2,

. 12
G 12

If 57 = 57, then we with equal preference choose

one of the two models (6), (10). Note that equation
(11) enables us to carry out a complete regression

analysis of the behavior of the variable Y- testing the
hypothesis for the coefficients b;, j=0,1,....k,

calculating the determination coefficients and so on.
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Using data (1) we can construct models with a differ-
ent number of predictors. The total number of such

models is equal to

n
Cr+etCr=>Ch=2"-1
i=1
3. Let us assume that we have data of y observations
of the dependent variable Y relative to the predicators

Xpsees X!

(x”,...,xki,Y), i=1...,n.

i (13)
Then we can derive the equation of multi-dimen-
sional linear regression

(14)

We wish to write equations of one-dimensional

Y=ay+ax ++a.x,.

linear regressions of the variable Y for the predictors
X;,..., X, separately. For this, we first write the equa-
tion of one-dimensional linear regressions for each

predictor relative to all other predictors. Thus we

obtain
Xy =ag; tayx;,
X3 =ay ta;’x;, (15)
X =ap” tap X,
(m_ ()
X = Gyy Ty X,
_ 3, (3)
X3 =ag Tap,'x, (16)
_ (k) (k)
X =dgp +a,'x,,
x =aV +alVx
1= Ao A Xy
(2
Xy =gy T ay X, a7
_ (k1) (k1)
X1 = Ao " Hay X

If we substitute these values of predictors into
equation (14) in each separate case, then, after sim-
ple calculations, we obtain k equations of linear re-
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gression relative to the predictors x;,...,x;

k k
- J J
Y]—ao-i-Za(()])+ al+Za](]) X +&,
j=1 j=1

Jj#l Jj#l

k k
Y, =q, +Za(()é) +| a, +Za](§) X, +&,,
j=1 =1
Jj#2 Jj#2 (18)
Y, =aq, +Za(()f{) +| a +Za](,i) X, +&;
j=1 j=1

JEk Jj=k

Finally, we note that in an analogous manner we
can construct linear regression models for the vari-

able Y relative to any subset of predictors from the
set of predictors x;,...,x; .

Let us now consider the numerical examples for
the case of two predictors (k = 2) .

Example 1. The marketing manager must investigate

the effect of inflation (the variable x, ), and the other
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manager must investigate the effect of advertising
expenses (the variable x, ) on the company’s income
(the variable Y). It is assumed that there are statistical

data of observations for 10 months:

X, =7,6,8,9,8,9,6,5,4,4;
Y, =12,12,11,10,12,11,14,14,15,14;
X, =22,20,21,18,20,24,23,25,24,22;
Y, =14,11,12,10,12,15,14,16,16,14.

Construct models (6) and (10).
Solution. Computer-aided calculations yield the fol-

lowing results:

YV =5.41-0.47% +0.49%, ((19)
Y12 =3.82-0.44% +0.55%, (20)
Example 2. Consider the equation (20). Using formu-

las (18), construct the models for ¥, and ¥, .

Solution. Computer-aided calculations yield the fol-
lowing results:

Y, =18.26—-0.8%, , @1)

Y, =12.97+0.75%, . 22)
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