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ABSTRACT. The problem of estimation of parameters of Exponential-Logarithmic distribution in the case of censored data is considered. We used pseudo maximum likelihood method and constructed a procedure to solve this problem. Theorem of consistency is proved. Simulation is used to study the properties of estimators derived. © 2015 Bull. Georg. Natl. Acad. Sci.
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The Exponential-Logarithmic (EL) distribution is a family of lifetime distributions with decreasing failure rate, defined on the interval \([0, \infty)\), see [1]. This distribution is parameterized by two parameters: \(p \in (0,1)\) and \(\beta > 0\). (EL) distribution is used in the study of lengths of organisms, devices, materials, etc., which is of major importance in the biological and engineering sciences. The given work studies the problem of parameters estimation of (EL) distribution with a specific observation pattern. The observations are assumed to group and full non-observations of individual realization values are possible. Application of a modified in a certain sense, method of maximum likelihood is suggested and the offered procedure is shown to lead to consistent estimators.

Let \(X\) be a random variable with a distribution function \(F(x) = F(x, \theta)\), where \(\theta \in \Theta\) is an unknown vector parameter in a finite dimensional Euclidean space \(\Theta \subset \mathbb{R}^q\). Suppose \(\Theta\) is compact. We have to construct a consistent estimator \(\hat{\theta}\) based on observations of a random variable \(X\). The experiment is designed in such a way that the actual number of realizations is unknown to us, we know only a part of those realizations. Let fixed points \(0 \leq t_1 \leq t_2 \leq \cdots \leq t_n \leq \infty\) be given on the line \(R\) (including the case when the last point takes an infinite value). These points make three categories of intervals:

0) The interval \((t_i, t_{i+1})\) belongs to zero category if we do not know either the individual values of the sample, or the number of sample values of the random variable appearing in this interval.

1) The interval \((t_i, t_{i+1})\) belongs to the first category if individual sample values are unknown, but we...
know the number of sample values of the random variable $X$ in this interval. As usual, we denote this number by $n_i$.

2) The interval $(t_i, t_{i+1})$ belongs to the second category if we know individual sample values $x_{i1}, x_{i2}, \ldots, x_{ik}$.

Further we denote summation and integration in the intervals of the zero, first and second categories by $(0), (1)$ and $(2)$, respectively (see [2]).

We call this type of sample - partially grouped sample with censoring. Evidently, censored samples of both types as well as truncated samples make a special case of the stated problem.

Absence of information in the zero category interval creates certain difficulties, which we try to overcome based on our knowledge of the distribution type of $F(x, \theta)$ and the number of sample members that do not appear in the zero category interval: $n = \sum_{i \in (0)} n_i$.

Let $A_i = (t_i, t_{i+1})$ be zero category interval. We denote by $m_i$ the number of sample members appearing in $A_i$. Then, $r = n + \sum_{i \in (0)} m_i$ in the total number of observations. Note that $\frac{m_i}{n + \sum_{i \in (0)} m_i}$ is, relative frequency of $X$ appearing in $A_i$. If $\hat{F}_r(x) = \hat{F}_r(x, \theta)$ denotes an empirical distribution function, then

$$\frac{m_i}{n + \sum_{i \in (0)} m_i} = \hat{F}_r(t_{i+1}) - \hat{F}_r(t_i)$$

and by virtue of Bernoulli’s law of large numbers it converges to $p_i(\theta) = F(t_{i+1}, \theta) - F(t_i, \theta)$ with probability 1.

By summation of Equalities (1) over all zero category intervals we obtain

$$\sum_{i \in (0)} m_i = n \sum_{i \in (0)} \frac{\left[ \hat{F}_r(t_{i+1}) - \hat{F}_r(t_i) \right]}{1 - \sum_{i \in (0)} \left[ \hat{F}_r(t_{i+1}) - \hat{F}_r(t_i) \right]}$$

which leads to

$$m_i = n \frac{\hat{F}_r(t_{i+1}) - \hat{F}_r(t_i)}{1 - \sum_{i \in (0)} \left[ \hat{F}_r(t_{i+1}) - \hat{F}_r(t_i) \right]}.$$  \hspace{1cm} (2)

We intend to apply the method of pseudo maximum likelihood. Assume that the random variable $X$ has a distribution density with respect to Lebesgue measure $f(x) = f(x, \theta)$. Then the likelihood function has the following form:

$$L_\theta(x; \theta) = \prod_{i \in (0)} \left[ F(t_{i+1}) - F(t_i) \right] \prod_{i \in (1)} \left[ F(t_{i+1}) - F(t_i) \right] \prod_{j=1}^{n_i} f(x_j),$$  \hspace{1cm} (3)

where $m_i, i \in (0)$ are defined by Formulas (2). Finding maximum points of the function $L(x; \theta)$ becomes complicated since it is difficult to study smoothness properties of empirical functions. Therefore, we consider a modified likelihood function:

$$\overline{L}_\theta(x; \theta) = \prod_{i \in (0)} \left[ F(t_{i+1}) - F(t_i) \right] \prod_{i \in (1)} \left[ F(t_{i+1}) - F(t_i) \right] \prod_{j=1}^{n_i} f(x_j).$$  \hspace{1cm} (4)

Lemma:
Let the following conditions be satisfied:

a) The distribution function \( F(x, \theta) \) is continuous in both variable and has a continuous derivative \( f(x, \theta) = \frac{\partial F(x, \theta)}{\partial x} \);

b) The function \( L_n(x; \theta) \) has an absolute maximum \( \theta = \theta_0 \).

Then \( \tilde{\theta}_n \) is consistent and asymptotically efficient estimator of the true value of the parameter \( \theta = \theta_0 \).

The proof results from the corresponding theorems of [3-4].

Estimation of the parameters \( p \) and \( \beta \) of (EL) Distribution

Let \( X \) be a random variable distributed with respect to (EL) distribution, with density

\[
    f(x, p, \beta) = \left( -\frac{1}{\ln p} \right) \frac{\beta(1-p)e^{-\beta x}}{1-(1-p)e^{-\beta x}}
\]

and distribution function

\[
    F(x) = 1 - \frac{\ln(1-(1-p)e^{-\beta x})}{\ln p},
\]

\( p \in (0,1), \beta > 0, x \in [0, \infty) \). Let \( [1, \infty) \) be a zero category interval. However, we have observations \( X_1, X_2, \cdots, X_n \) in the interval \( [0,1) \). We have to estimate \( \beta \) and \( p \) parameters with respect to these observations. We apply pseudo maximum likelihood estimates. In order to construct likelihood functions note that if we denote by \( k \) the number of general sample members that appear in \( [1, \infty) \), then \( \frac{k}{k+n} \) will be the frequency of them appearing in the interval \( [1, \infty) \). Therefore by Bernoulli-Kolmogorov theorem we have

\[
    \hat{k} = n \cdot \frac{[F(\infty) - F(1)]}{[F(\infty) - F(1)]}
\]

Since the probability of \( k \) elements of the sample appearing in the “black hole” is \( [F(\infty) - F(1)]^k \), we can write the pseudo likelihood function as

\[
    L = \left[ \frac{\ln(1-(1-p)e^{-\beta x})}{\ln p} \right]^{n \left[ \ln(1-(1-p)e^{-\beta x}) \right]} \prod_{i=1}^{n} \left( -\frac{1}{\ln p} \right) \frac{\beta(1-p)e^{-\beta x}}{1-(1-p)e^{-\beta x}}
\]

Hence,

\[
    \ln L = \frac{n \ln(1-(1-p)e^{-\beta x})}{\ln p} \ln\frac{\ln(1-(1-p)e^{-\beta x})}{\ln p} + n \ln(\frac{1}{\ln p}) + n \ln(1-p) +
\]

\[
    + n \ln \beta - \beta \sum_{i=1}^{n} x_i - n \ln \prod_{i=1}^{n} (1-(1-p)e^{-\beta x})
\]

Computing \( \frac{\partial \ln L}{\partial \beta} \) we get
\[
\frac{(1-p)ne^{-\beta}}{(1-(1-p)e^{-\beta})(\ln p - \ln(1-(1-p)e^{-\beta}))} + \frac{n}{\beta} - \sum_{i=1}^{n} \frac{(1-p)x_i e^{-\beta x_i}}{1-(1-p)e^{-\beta x_i}} + e^{-\beta} \frac{(1-p)n \ln p}{1-(1-p)e^{-\beta})(\ln p - \ln(1-(1-p)e^{-\beta}))^2} \frac{\ln(1-(1-p)e^{-\beta})}{\ln p}
\]

(6)

Similarly \( \frac{\partial \ln L}{\partial p} = \),

\[
\left( n \ln \frac{\ln(1-(1-p)e^{-\beta x_i})}{\ln p} \right) \left( \ln p - \ln(1-(1-p)e^{-\beta x_i}) \right)^2 + \frac{n}{\ln(1-(1-p)e^{-\beta x_i}) \ln p}
\]

\[
\frac{n e^{-\beta} \ln p}{1-(1-p)e^{-\beta}} - n \ln(1-(1-p)e^{-\beta x_i}) - \frac{n}{p \ln p} - n - \sum_{i=1}^{n} \frac{e^{-\beta x_i}}{1-(1-p)e^{-\beta x_i}}
\]

(7)

Studying (6), when \( \beta \to 0 \) and \( \beta \to \infty \) we get

\[
\lim_{\beta \to 0} \frac{\partial \ln L}{\partial \beta} = +\infty \quad \text{and} \quad \lim_{\beta \to \infty} \frac{\partial \ln L}{\partial \beta} = -\sum_{i=1}^{n} x_i.
\]

The continuous function \( \frac{\partial \ln L}{\partial \beta} \) changes its sign and hence there exists a point \( \hat{\beta} \), such that

\( \frac{\partial \ln L}{\partial \beta} (\beta = \hat{\beta}) = 0. \)

We come to the same conclusion related to parameter \( p \):

\[
\lim_{p \to 0} \frac{\partial \ln L}{\partial p} = +\infty \quad \text{and} \quad \lim_{p \to \infty} \frac{\partial \ln L}{\partial p} = \left( \frac{n}{2} + \sum_{i=1}^{n} e^{-\beta x_i} \right).
\]

The continuous function \( \frac{\partial \ln L}{\partial p} \) changes its sign and hence there exists a point \( \hat{p} \), such that

\( \frac{\partial \ln L}{\partial p} (p = \hat{p}) = 0. \)

On the basis of above conclusions and taking into consideration Lemma we can state that the following theorems of consistency are true:

**Theorem 1:** Let \( X_1, X_2, \ldots, X_n \) be random variables of a sample distributed with respect to (EL) distribution with unknown parameter \( \beta \) and known \( p \). The observations are made on the interval \([0,1)\) and in \([1, \infty)\) neither sample members, nor their number are recorded. Then the pseudo maximum likelihood estimator for \( \beta \) parameter exists and is a unique root of the equation:
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\[
\frac{(1 - p)ne^{-\beta}}{(1 - (1 - p)e^{-\beta})(\ln p - \ln(1 - (1 - p)e^{-\beta}))} + \frac{n}{\beta} \sum_{i=1}^{n} \frac{x_i}{\ln \left(1 - (1 - p)e^{-\beta_i}\right)} + \\
+ \frac{e^{-\beta}(1 - p)n \ln p}{1 - (1 - p)e^{-\beta})(\ln p - \ln(1 - (1 - p)e^{-\beta}))^2} \ln \left(\frac{\ln(1 - (1 - p)e^{-\beta})}{\ln p}\right) = 0,
\]

and the estimator is consistent.

**Theorem 2:** Let \(X_1, X_2, \ldots, X_n\) be random variables of a sample distributed with respect to (EL) distribution with unknown parameter \(p\) and known \(\beta\). The observations are made on the interval \([0, 1)\) and in \([1, \infty)\) neither sample members nor their number are recorded. Then the pseudo maximum likelihood estimator for \(p\) parameter exists and is a unique root of the equation:

\[
\left\{ n \ln \left(\frac{\ln(1 - (1 - p)e^{-\beta})}{\ln p}\right) \right\} \left(\frac{\ln p - \ln(1 - (1 - p)e^{-\beta})}{\ln p}\right)^2 + \frac{n}{\beta} \left(\frac{\ln(1 - (1 - p)e^{-\beta})}{\ln p}\right) = 0,
\]

and the estimator is consistent.

**Table. The result of the experiment**

<table>
<thead>
<tr>
<th>(p)</th>
<th>(\beta)</th>
<th>n=100</th>
<th>n=250</th>
<th>n=500</th>
<th>n=1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.2</td>
<td>(\beta=0)</td>
<td>4.58168887</td>
<td>4.44823007</td>
<td>4.35079164</td>
<td>4.2762195</td>
</tr>
<tr>
<td>0.5</td>
<td>(\beta=0)</td>
<td>4.3895193</td>
<td>4.22439165</td>
<td>4.1734981</td>
<td>4.0995178</td>
</tr>
<tr>
<td>0.7</td>
<td>(\beta=0)</td>
<td>4.53690541</td>
<td>4.39316409</td>
<td>4.19231157</td>
<td>4.0816133</td>
</tr>
<tr>
<td>0.2</td>
<td>(\beta=5)</td>
<td>17.2190903</td>
<td>2.48308392</td>
<td>1.31192655</td>
<td>0.8477539</td>
</tr>
<tr>
<td>0.5</td>
<td>(\beta=5)</td>
<td>65.2284317</td>
<td>12.0087317</td>
<td>2.95259175</td>
<td>0.5622895</td>
</tr>
<tr>
<td>0.7</td>
<td>(\beta=5)</td>
<td>225.707934</td>
<td>47.3803005</td>
<td>13.8997548</td>
<td>3.7100971</td>
</tr>
</tbody>
</table>

**Simulation.** The objective of our simulation is to check results received in preceding section and to compare the actual parameters values with values, which were gotten via experiments. In this study, the sample size chosen is \(n = 100, 250, 500\) and \(1000\). We consider several cases for both \(\beta\) and \(p\) parameters. Estimation results are shown in the table below. First column shows estimated parameters and in the second column we consider several cases for parameter estimating. The results shown in the Table imply that using this method estimators have their error decreasing as the sample size increases.
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